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Preliminaries

For Psets, please turn in a self-contained report presenting your
solutions (one pdf file or one printed out document). Your code can be
turned in separately or integrated in this report – up to you.

I’ll post group project suggestions tonight. Proposals due 11/1 (1-3
pages, probably), but please communicate with me about what topic
you’d like to work on before then.

Small departure from syllabus: this week and next week’s topics are
flipped.
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Treatment Effects

As usual, let Yi refer to an outcome variable of interest for individual i ,
but now let

Yi1 : Outcome if i receives treatment
Yi0 : Outcome if i does not receive treatment

noting that for a given individual, only one of these outcomes is actually
observed.

Define the average treatment effect as follows:

E [Yi1 – Yi0] .

The ATE is the average difference that the treatment makes in the
outcome, averaging over all individuals in the population.
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Treatment Effects

Yi1 : Outcome if i receives treatment
Yi0 : Outcome if i does not receive treatment

Define the average treatment effect on the treated (ATT) as follows:

E [Yi1 – Yi0|Ti = 1] = E [Yi1|Ti = 1] – E [Yi0|Ti = 1]

where Ti is an indicator for treatment status. Note that the second
term is not observed. In general, the ATT may differ from the ATE if
the sub-population that receives the treatment is special somehow (e.g.,
the people who end up receiving treatment are those who find it more
effective).
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Selection Bias

We can observe the following difference in the population:

E [Yi1|Ti = 1] – E [Yi0|Ti = 0] = E [Yi1|Ti = 1] – E [Yi0|Ti = 1]
+ E [Yi0|Ti = 1] – E [Yi0|Ti = 0]

The first term on the RHS, E [Yi1|Ti = 1] – E [Yi0|Ti = 1], is the
average treatment effect on the treated. This is potentially an object of
interest — it tells us how much the treatment improved outcomes for
those that received treatment.

The second term, E [Yi0|Ti = 1] – E [Yi0|Ti = 0], is selection bias. It
tells us how the treatment (Ti = 1) and control (Ti = 0) groups differ
even in the absence of treatment.
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The Magic of Randomization

E [Yi1|Ti = 1] – E [Yi0|Ti = 0] =
E [Yi1|Ti = 1] – E [Yi0|Ti = 1] + E [Yi0|Ti = 1] – E [Yi0|Ti = 0]︸ ︷︷ ︸

selection bias

If treatment is assigned randomly, then Yi0 and Ti should be
independent. Consequently,

E [Yi0|Ti = 1] = E [Yi0|Ti = 0] ,

recalling that if Yi0 and Ti are independent, E [Yi0|Ti ] = E [Yi0].

Thus, randomization of treatment eliminates selection bias.
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The Magic of Randomization II

We’ve just shown that randomization gives us the average effect of
treatment on the treated (ATT) without selection bias.

E [Yi1|Ti = 1] – E [Yi0|Ti = 0] = E [Yi1|Ti = 1] – E [Yi0|Ti = 1]

Furthermore, randomization of treatment also implies that the ATT
equals the ATE. If Ti is independent of Yi0 and Yi1, then

E [Yi1|Ti = 1] – E [Yi0|Ti = 0] = E [Yi1] – E [Yi0] = E [Yi1 – Yi0] .
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What Does Randomization Do?

1 Randomization of treatment eliminates selection bias.

2 Randomization of treatment ensures that the ATE=ATT.
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Randomization and Endogeneity I

Selection bias has to do with the fact that baseline outcomes for the
treated and untreated groups may differ. Example: schoolchildren who
get the treatment of having small class sizes (private schools) are also
children who have access to private tutors and well-educated parents.

This is a version of an endogeneity problem, and it’s a fundamental
problem for causal inference. Randomizing treatment solves the
problem, for it means that baseline outcomes should no longer be
correlated with the treatment.
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Randomization and Endogeneity II

Simplifying the situation by assuming β = Yi1 – Yi0 for all i , we can put
this back in the regression equation framework,

Yi = β0 + β1Ti + εi

where β0 = E [Yi0] and εi = Yi0 – β0.

If heterogeneity in baseline outcomes Yi0 is correlated with treatment
status Ti , then the error term εi is correlated with the regressor εi ,
violating the strict exogeneity assumption, and leading to biased
estimates of β.

Randomization of regressors is a way of guaranteeing that the strict
exogeneity assumption holds.
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Randomization and Heterogeneity

The fact that ATE 6= ATT is a separate issue having to do with
heterogeneity of treatment effects. This issue is also “solved” by
randomization in a way, but is this an issue we want to solve?

Example: the people who take anti-depressants benefit more than the
people who don’t. The ATE for a given drug in the whole population
might be low, but that doesn’t mean the drug is ineffective. If the ATE
within the group of people diagnosed with depression is high, and the
people who end up taking the drug fall within that group, the ATT in
practice might correspond closely to the sub-population ATE.

Bottom line: differences between ATE and ATT don’t reflect problems
of causal inference, but they reflect the importance of understanding the
population of interest. There’s a reason clinical trials for new cancer
drugs focus on people that have cancer.
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Experiment with Regression Controls

Consider the model

Yi = β0 + β1Ti + β′2Xi + εi

where Ti is assigned randomly.

Does controlling for X matter in the experimental context? Note that
even if X is omitted from the regression model, there is no problem of
omitted variables bias because T and X are uncorrelated.

However, controlling for covariates may improve precision of the
estimates, especially in small sample sizes where X may not be balanced
across the treatment and control groups.
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Randomization with Small Samples

In a finite sample, there’s always a chance that we end up with subjects
that look very different across the treatment and control groups.

I For observable characteristics, it is customary to check that the two
groups have similar means and medians. This is often Table 1 in
experimental papers.

What would you do if you randomly assigned subjects to the two groups,
and, before running the experiment, you notice that characteristics are
not balanced? Would it be bad to re-randomize?

Related ideas:
I Student (1938), the t-test guy, argued against randomization in

agricultural trials. Simple random sampling vs. systematic sampling.
I Stratified sampling, clustered sampling, sampling theory.
I Chassang et al (2012) explore the idea of selective trials.
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Experiments in the Social Science

Randomized Controlled Trials have long been the gold standard for
research in the natural sciences.

In social sciences, many important questions don’t lend themselves well
to randomization.

I Macroeconomic policy, other large-scale policy issues, especially when
there are spillovers across markets/countries. E.g., what is global impact
of EU’s decision to implement carbon pricing?

I Mergers and antitrust, other situations where policy questions are very
context-specific.

However, experiments are becoming increasingly popular in some fields
I Lab experiments: behavioral economics
I Field experiments: development, labor, education
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Example: Banerjee et al (2007)

Background: getting kids into schools in India seemingly had
unimpressive impacts on educational attainment. School quality
(educational inputs) is also important.

Experimental treatment: remedial education. Third and fourth grade
students identified as at risk for falling behind are assigned an extra
teacher for two hours/day.

I Group A (50% of schools): third grade classrooms treated in 2001-2,
fourth grade classrooms treated in 2002-3

I Group B (50% of schools): fourth grade classrooms treated in 2001-2,
third grade classrooms treated in 2002-3.
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Differences

Consider using OLS to estimate

Yi = β0 + β1Ti + εi

when Ti is assigned randomly.

From the OLS formula and a little algebra, we can show that

b̂1 = Ȳ1 – Ȳ0

where Ȳ1 is the sample mean of Yi conditional on Ti = 1, and similarly
Ȳ1 is the sample mean conditional on Ti = 0.

Note: this loops us back to the treatment effects setup, where we were
comparing conditional means.
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Differences-in-Differences I

Differences-in-differences is a quasi-experimental design that
attempts to deal with selection by focusing how treatment and control
groups change between two periods

Consider the model

Yit = β0 + β1Tit + β′2Xi + βpostPostt + εit ,

and furthermore suppose that
I Some variables in X may be unobserved
I Tit is not random and may be correlated with Xi
I Postt is a dummy variable for the post-treatment period t = 2
I Each individual i is observed (at least) twice
I For some individuals, Tit changes over time (natural experiment)
I Xi does not change over time

Paul T. Scott NYU Stern Econometrics I Fall 2018 18 / 47



Differences-in-Differences II

Yit = β0 + β1Tit + β′2Xi + βpostPostt + εit ,

Let ∆Yi represent the change in Yit between two time periods:

∆Yi = Yi2 – Yi1,

and define ∆Ti and ∆εi similarly.

A differenced regression equation:

∆Yi = βpost + β1∆Ti + ∆εi
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Differences-in-Differences III

∆Yi = βpost + β1∆Ti + ∆εi

Applying OLS to the differenced regression equation will provide
unbiased estimates as long as

E [∆εi |∆Ti ] = 0

strict exogeneity assumptions of this form are known as the parallel
trends assumption.
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Differences-in-Differences IV

∆Yi = βpost + β1∆Ti + ∆εi

From before, recall that the OLS estimator for a simple experiment
amounted to the difference in conditional means of the outcome variable.

The same is true here, but now we start with an outcome variable that
is differenced over time. Suppose that for some observations, ∆Ti = 1
(treatment group), and for others Ti1 = Ti2 = 0 (untreated group).

b̂1,DID = ∆Y T – ∆Y U

where ∆Y T is the conditional mean of ∆Yi for the treatment group,
and ∆Y U is the conditional mean of ∆Yi for the control group.
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The Appeal of DID

The DID strategy is robust to a form of selection bias (when, the
selection is related to persistent characteristics). Simple differences
across treatment and control groups would not be.

DID estimates are also robust to aggregate shocks or time effects.
Simple differences over time for the treatment group would not be.

DID can be used to study many “natural experiments,” where
something changes for one group but not for an otherwise similar group.
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Example: Card and Krueger (1994)

Background: New Jersey increased minimum wage from $4.25 to $5.05
per hour, effective April 1, 1992.

At the same time, the minimum wage across the border in Pennsylvania
did not change.

Population of interest: fast food stores in NJ and PA.

A standard competitive model predicts that an increase in the minimum
wage should cause employment to drop.
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NJ Minimum Wage Follow-Up

The study has been controversial, and it has had a big impact on policy
discussions.

Card and Krueger update their conclusion in a 2000 follow up:

The increase in New Jersey’s minimum wage probably had
no effect on total employment in New Jersey’s fast-food
industry, and possibly had a small positive effect.

There have been many criticisms of the paper, including studies showing
that the result is not robust to the sample of stores and data source
used, and concerns about the external validity of the focus on only fast
food stores.
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DID with Time-Varying Covariates

Suppose individuals have time-varying observable covariates:

Yit = β0 + β1Dit + β′2Xit + εit ,

We can still estimate β1 with a differenced linear regression,

∆Yi = β1∆Ti + β′2∆Xit + ∆εi

noting that the exogeneity assumption becomes

E

[
∆εi

∣∣∣∣( ∆Ti
∆Xi

)]
= 0

The estimate of β1 here does not correspond to a simple difference in
differences, so I’m not sure this should still be called “DID”, but some
people still describe this sort of estimation strategy as DID. Given
Frisch-Waugh, it’s still DID after controlling for X.
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Endogeneity Problems for DID

DID is robust to endogeneity of treatment to time-invariant X, even if
those X are unobserved.

By using a differenced linear regression, “DID” estimates like the above
can also be robust to endogeneity of treatment to time-varying X, but
such X must be included in the differenced regression and therefore
observed.

Time-varying unobservables create endogeneity problems for DID
estimators, i.e. violations of the parallel trends assumption.
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DID Experiments

Recall that before we argued that experimental effects can be estimated
with regressions using additional covariates (controls) even though they
don’t need to be.

Similarly, they can be estimated using differences-in-differences rather
than simple differences. They don’t need to be, as with randomized
treatment, the treatment and control groups should have similar
baselines.
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Regression Discontinuity I

Regression discontinuity models involve a treatment that is based on a
threshold rule for a observed variable:

Ti = 1 [Xi > X ∗]

.

For instance, if students who score above a given threshold on an
entrance exam, they might get admission to a special school.

We’d like to know the impact of going to the special school. However,
comparing achievement by students who go to that school to those that
don’t plausibly involves a lot of selection bias.
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Regression Discontinuity II

Idea: if we were to compare students just above and just below the
cutoff on the entrance exam, the selection bias would be small
(vanishingly small if we could compare students with A∗ – ε and A∗ + ε
for tiny ε.
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Regression Discontinuity III

If the regression discontinuity is sharp (meaning the treatment is
assigned deterministically based on the cutoff) and the impact of the X
variable is linear, RD can be implemented within the linear regression
framework:

Yi = β0 + β1Ti + β2Xi + εi

where Ti = 1 [Xi > X ∗].

Identifying assumption:

E [ε|X , T ] = E [ε|X ] .

The major part of RD’s appeal is that it does not require E [ε|X ] = 0 to
get a consistent estimate of β1. (But we would need this for β2.)
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Regression Discontinuity IV

Often RD estimation allows for non-linear direct effects of X :

Yi = β0 + β1Ti + f (Xi ) + εi

where f (·) is some continuous function that can be approximated with a
flexible functional form.

Alternatively, RD estimates can be obtained non-parametrically by just
computing the mean of Y for data just above and just below the cutoff.

A fuzzy RD involves probabilistic treatment, is more complicated.
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Matching: The Basic Idea

Suppose we compare the treated and untreated groups conditional on
particular value of Xi = x :

δx = E [Yi |Ti = 1, Xi = x ] – E [Yi |Ti = 0, Xi = x ]

Assuming conditional independence,

(Yi1, Yi0)⊥Ti |Xi ,

then δx will be an unbiased estimate of the treatment effect for Xi = x .

An estimate of the ATT can be constructed as follows:∑
x

δxPr (Ti = 1|Xi = x)
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Matching and Regression I

For simplicity, let’s assume ∀i : Yi1 – Yi0 = β1.

Yi = β0 + β1Ti + β2Xi + εi

Recall how we map between the hypothetical values (Yi0, Yi1) and the
regression framework:

εi = Yi0 – E [Yi0]

The conditional indpendence assumption implies

εi⊥Ti |X

Note that this doesn’t give us strict exogeneity, but it has some of the
same flavor. If a mean-zero error term εi is independent of a regressor
τi , then we have E (εi |τi ) = 0.
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Matching and Regression II

Given
Yi = β0 + β1Ti + β2Xi + εi

εi⊥Ti |X ,

it’s effectively the case that we have exogeneity between T and ε (but
not necessarily X and ε).

Intuitively, we might expect OLS to provide an unbiased estimate of β1
(but not necessarily β2).

We can show that’s indeed the case as long as expectations conditional
on X are linear in X . For example, see Angrist and Pischke, pp. 74-75.

In other words, the assumptions we use to justify the matching estimator
are similar to the assumptions that justify linear regression estimator,
but regression does rely on additional functional form assumptions.
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Matching and Regression III

Bottom line: matching and regression are not terribly different
identification strategies. They both give you an estimate of the impact
of T while controlling for X .

That said, matching and regression do not deliver the same results. The
are both weighted averages of the x-specific treatment effects δx , but
each places different weights on different values of x .
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What Makes a Match?

Computing

δx = E [Yi |Ti = 1, Xi = x ] – E [Yi |Ti = 0, Xi = x ]

can be difficult to do in practice if we don’t have treated and untreated
observations for a given value of x .

In practice, we can group observations that are “close enough.” See:
Kernel bandwidth selection.

To make this easier, we can also do propensity score matching,
meaning instead of matching based on values of Xi , we match based on
values of Pr (Ti = 1|Xi ). This makes it much easier to form matches if
X is high-dimensional.
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Propensity Score Theorem

Propensity Score Theorem

Assuming Conditional Independence

(Yi1, Yi0)⊥Ti |Xi ,

it follows that
(Yi1, Yi0)⊥Ti |p (Xi ) ,

where p (Xi ) = Pr (Ti = 1|Xi )

Proof on board.

In words: if there is no selection bias after controlling for X , then there
is no selection bias after controlling only for p (X ).
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Quasi-Experiments

Always remember that quasi-experimental approaches to causal
inference don’t establish causality for free; they only establish causality
given assumptions that are often questionable.

A healthy dose of skepticism is probably called for any time somebody
shows you a study based on difference-in-differences, matching, or OLS
without experimental variation.

Some validation studies have established strong grounds for skepticism.
We will have a look at LaLonde (1986). See also Bertrand, Duflo, and
Mullainathan (2004), “How Much Should We Trust
Differences-In-Differences Estimates”?
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